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ABSTRACT
Serverless computing provides a method to develop application
services without the burden of run-time execution environment
management overhead. Since the initial offerings of serverless com-
puting using function-as-a-service (FaaS), other variants of execu-
tion environments have been proposed, such as a special-purpose
FaaS (SPF) for deep neural network (DNN) inference and a server-
less container service (SCS) for general web applications. This paper
qualitatively summarizes the characteristics of a general-purpose
FaaS (GPF), SPF, and SCS from the perspective of customizability
when setting up execution environments. To judge whether various
serverless computing environments can be feasible solutions for an
interactive DNN model inference application, we conduct extensive
experiments and conclude that there are rooms for performance
improvement serverless DNN inference, and allowing a custom
environment setup can make the serverless computing platform
for an interactive DNN application.
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1 INTRODUCTION
Cloud computing flexibly provides computing resources with on-
demand pricing. Users can easily build highly available application
services using diverse features, such as auto-scaling and load bal-
ancers, with cloud instances, which are referred to as infrastructure-
as-a-service (IaaS). Since the wide adoption of the initial IaaS model,
cloud computing services have been evolving in the direction of
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hiding complex service operations so that users can focus on core
application development [14].

A higher degree of computing service abstraction becomes feasi-
ble with the development of diverse fully managed services, such
as database, messaging, object storage, and FaaS, allowing users to
implement custom source codes. Combining FaaS and fully man-
aged services delivers serverless computing, freeing users from
cumbersome resource operations [8]. Although the introduction of
serverless computing enables an innovative method of application
development in the cloud, some limitations can hinder the adoption
of serverless computing in a wide range of applications [5].

Current public serverless computing providers do not support
direct communications among function runtimes, and a function
runtime does not have permanent storage that mandates external
storage services [2, 12]. Users have a limited capability to set up
runtime environments due to memory size, and most other settings
are configured by service vendors [17]. Due to this limited capa-
bility, current serverless computing applications are restricted to a
simple back-end application server, parallel jobs, and cloud service
orchestrations [3, 5, 9, 10, 15]. To enhance serverless computing to a
broader set of applications, specially designed serverless computing
platforms have also been proposed (lithops [11] and Pywren [7]),
but they are not yet commercially available.

When developing serverless applications, the degree of cus-
tomization available to set up runtime environments can have a
significant influence on overall performance. As the serverless com-
puting eco-systems have evolved, various runtime platforms and
services have been introduced. The FaaS platform is most widely
used for current serverless application development, and the major
cloud vendors provide the service (AWS Lambda, Google, Microsoft
and IBM Cloud Functions). Recently, an SPF platform was also
provided. For instance, AWS released the SageMaker Serverless
Inference service which was specially designed for DNN inference
tasks. In addition, SCS to serve web applications has been provided.
GCP Cloud Run and AWS AppRunner services are typical examples.

Distinct serverless computing environments offer various cus-
tomization degrees for runtimes, but the performance differences
among different execution runtimes are not adequately explored yet.
To solve this issue, we compare the GPF, SPF, and SCS environments
for DNN inference, highlighting their unique applications. Our ob-
servations then guide the potential enhancements and challenges
for interactive DNN applications in serverless computing.

From our experimental results, we have derived a variety of
insights as follows.

• For most DNN models, SPF shows better performance than
GPF mainly due to its model serving engine provided by
default.

https://doi.org/10.1145/3631295.3631400
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• By comparing end-to-end response times, we identify the
API endpoint protocol has a higher impact to impact the
overall latency than the inference time.

• In SCS, using more instances offers superior performance
with lower cost than increasing CPU cores per instance.

• Cold-start can take over 10s of seconds to load a DNN model
and serving libraries, suggesting necessity for further re-
search.

2 SERVERLESS EXECUTION ENVIRONMENTS
The execution environment of serverless computing is managed and
offered by service providers. Initially, GPF was the only option to
develop serverless applications. As serverless application scenarios
become diverse, SPF and SCS have been introduced.

2.1 General Purpose FaaS
When using FaaS, although the detailed operating mechanism can
slightly differ, users first register the custom source code written in
various programming languages, such as Java, Python, JavaScript,
Go, Ruby, or C#. Registered functions operate on an event-driven ba-
sis, and users can register a variety of fully managed event sources.
In cases where a function must be invoked based on user requests,
an HTTP endpoint can be registered. During registration, users
must determine various configuration settings, such as the max-
imum memory size that the function runtime can use, and the
maximum time that the source code can execute. Representative
services include AWS Lambda, Azure Functions, IBM Cloud Func-
tions, and Google Cloud Functions.

2.2 Special Purpose FaaS for DNN Inference
SPF is a new type of FaaS designed for specific tasks. The recently
released AWS SageMaker Serverless Inference service is a represen-
tative example. The service offers a specially constructed inference
environment that allows the deployment and scaling of a machine
learning model serving environment on the AWS Lambda FaaS plat-
form. Figure 1 illustrates the internal operating mechanism of the
AWS SageMaker serverless inference service, which mainly consists
of an HTTP server and a container. The container encapsulates
the user-defined inference code, libraries, and other dependencies.
Upon initialization, the container loads the model, making it ready
to run when an inference request arrives. The HTTP server, acting
as a handler, manages incoming inference requests. It predomi-
nantly interfaces with the model via RESTful API, and API calls are
addressed by the HTTP server. When the HTTP server receives
an inference request, it passes the request via REST or gRPC to an
internal ML framework like TFServing that resides in the same con-
tainer, calls the model, and returns the results to the user. Besides
SageMaker serverless inference, other examples of SPF include IBM
Cloud Functions integrated with Watson services, which allow for
more effective execution of specific tasks such as natural language
processing and data analytic.

2.3 Serverless Container Service
SCS allow developers to deploy and run user’s container images
which can contain custom applications written in any desired lan-
guages using libraries without the burden of managing instances.

Figure 1: An example architecture of special-purpose FaaS
for DNN inference

Since the introduction of AWS Fargate as an SCS, FaaS-style con-
tainer services, such as GCP Cloud Run and AWS AppRunner, have
been offered. The critical difference between them is that Cloud
Run and AppRunner automatically scales up and down rapidly
as requests come in, which is similar to FaaS. In contrast Fargate
provides a method to set more general in options based on the
underlying container runtime service. Additionally, similar services
are provided by AWS App Runner, Azure Container Instances (ACI)
and IBM Cloud Code Engine.

3 CUSTOMIZING SERVERLESS COMPUTING
RUNTIME FOR DNN INFERENCE

Different serverless execution environments have unique configu-
rations when running DNN inference tasks, and we highlight them
qualitatively from the perspective of the runtime setup, scaling, and
API endpoint protocol. We characterize various services based on
the representative services in each category: AWS Lambda for GPF,
AWS SageMaker Serverless Inference for SPF, and GCP Cloud Run
for SCS.

3.1 Runtime Environment
In general, users register only the function when using FaaS. How-
ever, to support cases when the user code and library become
complex and large, the service supports a user’s custom container
image as a function run-time. For an SPF for DNN inference, a ser-
vice vendor provides an optimized model server platform, such as
TFServing, PyTorch, and MXNet, and users do not need to prepare
their own image. Users can add additional data processing steps
before and after an inference task. In the SCS, users must prepare
their own container images to execute. Furthermore, there is no
public endpoint handler implementation, and users must manually
provide an external API endpoint.

3.2 Runtime Configuration and Scaling Setup
To set up GPF and SPF runtime configurations, users generally spec-
ify the maximum memory size for runtime, and the CPU resources
are allocated by a service provider proportionally to the memory
size. Users have more flexibility when setting SCS for GCP Cloud
Run. One can determine the concurrency that specifies the number
of requests a single instance can manage simultaneously. Users
can also specify the minimum and maximum number of instances,
ensuring that a certain number of instances can run regardless of
the degree of requests. Additionally, users can define the number
of cores per instance, with a default value of one. The billing is
calculated by considering the configured values.
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Runtime Scaling
Configuration

Network
Protocol

General FaaS ★★ ★ ★

Special FaaS ★ ★ ★★

Serverless Container ★★★ ★★★ ★★★

Table 1: The relative degree of customization (the more stars,
the more customization possible) for different serverless ex-
ecution environments.

3.3 API Endpoint Protocol
When serving an interactive application, the HTTP REST API is
widely used to transmit and receive data. Further, REST is an ar-
chitectural style for designing networked applications over HTTP,
and its principal advantage is its remarkable flexibility. In inference
tasks, components of the REST API include the endpoint, which is a
URL for the client to access the server, the HTTP method indicating
the type of operation the client wishes to perform, and the request
and response.

As an alternative to the HTTP REST API, gRPC is a modern
and high-performance RPC framework, capable of running in any
environment. Furthermore, gRPC communicates over HTTP/2, sup-
porting multiple bidirectional streams on a single TCP connection.
It uses protocol buffers, a serialization structure, on top of the
HTTP/2 layer, which is lighter than JSON-based communication
and eliminates the need for separate parsing, thereby accelerating
communication. Thus, it offers the advantages of reduced commu-
nication time and the capability to handle increased traffic. The
current GPF supports only the REST API and not the gRPC. The
external endpoint of SPF supports only the REST API, but a user
can use gRPC for an internal communication mechanism. SCS sup-
ports both gRPC and HTTP REST for the external end-point which
provides the most capability.

Table 1 compares the degree of customization for various server-
less execution environments. The number of stars in each cell rep-
resents the degree of customizability. For all criteria, the SCS allows
users to have the most freedom when setting up the environment.

4 EVALUATION OF SERVERLESS EXECUTION
ENVIRONMENT

This section focuses on the quantitative evaluation of the influence
of customization on performance when serving a DNN model.

4.1 Experiment Setup and Workload
To evaluate the performance of the DNN model inference under
various serverless execution environments, we used AWS Lambda,
AWS SageMaker Serverless Inference and GCP CloudRun to repre-
sent GPF, SPF and SCS, respectively. For DNN inference workloads,
we used MobileNetV1 [13] and InceptionV3 [16] as image classi-
fication models, YOLOV5 [6] as an object detection model, and
BERT [4] for natural language processing. The input dataset for
MobileNetV1 is a three-channel image with a pixel size of 224×224,
and the InceptionV3 size is 299 × 299. For YOLOV5, we used the
COCO dataset(640×640). For BERT, we used the IMDbmovie review
dataset for sentiment classification.

Unless otherwise noted, to mitigate the effects of a cold-start,
we pre-warmed the execution environments by invoking inference

Model GFLOPS Model Input Size Output Size
Size gRPC REST gRPC REST

MobileNetV1 1.15 18 0.574 3.014 0.0040 0.0268
InceptionV3 11.5 97 1.023 5.524 0.0040 0.0265
YOLOV5 16.5 28 4.688 24.547 8.172 63.5932
BERT 13.39 428 0.006 0.004 0.0001 0.0001

Table 2: Model and input/output dataset sizes (MB)

Model
Inference Time (Sec.)

Python TFServing
Disabled Enabled Disabled Enabled

MobileNetV1 0.082 0.085 0.037 0.03
Inceptionv3 0.357 0.203 0.187 0.148
YOLOV5 0.331 0.255 0.345 0.276
BERT 1.830 1.294 1.827 1.246

Table 3: The impact of AVX512 instruction support for DNN
inference tasks. Disabled/Enabled means AVX512 feature
status.

tasks with the same configuration in each experiment. The GPF
received JSON requests containing input data via REST through
the Amazon API Gateway. Then these data were parsed by the
AWS Lambda Handler and subsequently passed to the TensorFlow
library [1] for inference. For the SPF, JSON containing protobuf
input data is sent via REST to the AWS SageMaker Inference End-
point. The handler parses the JSON and delivers the protobuf data to
TFServing using gRPC, residing in the same container. SCS used the
HTTP/2 endpoint in GCP Cloud Run, enabling direct connections
to the container via gRPC to transmit protobuf data. This container
was designed to receive requests through a Python-written gRPC
server, process protobuf data, and make predictions using Tensor-
Flow.

4.2 DNN Inference Performance
Figure 2 presents the inference time of warm-start cases with vari-
ous settings for distinct models that are shown in the sub-figures.
In the experiments, 40 concurrent requests were made. Each plat-
form was allocated 3GB of memory. For SCS, we set the minimum
number of instances as 40 to ensure a warm start and configured it
with 2 cores per instance, ensuring that it had the same core count
as GPF and SPF. The primary vertical axis presents the inference
time, and the values are presented using a box-whisker format.
The secondary vertical axis displays the cost incurred to process a
request. The cost was normalized to that of the minimum value in
each configuration and the values were marked using star markers.
The horizontal axis presents run-time environments for GPF, SPF,
and SCS in order.

Two image classification models (Figures 2a and 2b) display
similar patterns. SPF has the fastest inference time. A thorough
investigation reveals that the optimized model serving platform
provided by SPF contributed to improve inference time. The SPF
supports TFServing and other inference engines by default. For SCS
and GPF, users must manually install, optimize, and operate the
inference engine, which can be challenging and cumbersome.

For YOLOV5 (Figure 2c) and BERT (Figure 2d), the SCS performs
best. Our investigation reveals that the superior performance is
owing to the newer generation CPUs that is offered by GCP Cloud
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(d) BERT
Figure 2: The inference time (primary Y-axis) to serve a single request and the corresponding cost (secondary Y-axis).

Run. The Skylake-SP Intel CPU, which is provided by SCS, sup-
ports AVX512 instructions with SIMD feature, and inference tasks
could gain a significant performance improvement over FaaS. To
see the impact of AVX512 instruction for inference, Table 3 shows
the impact of AVX512 on inference performance. To measure the
AVX512 impact in a controllable manner, we used a m5.large EC2
instance type which supports AVX512 and installed the same soft-
ware packages as in the serverless execution environments. To
test the performance without AVX512, we disabled the feature by
setting a CPUID. We can observe that the larger models have a
higher performance gain than smaller models. Regardless of the
size, models have default overhead other than the core computation
kernels, and smaller models (MobileNetV1 and InceptionV3) have
higher overhead ratio than larger models. For smaller models, the
performance gain from using TFServing over a custom implementa-
tion of inference service using Python web-server and TensorFlow
on the GPF is noticeable. However, for larger models, since the
computation takes most of the time, using TFServing did not result
in a significant performance gain. This result demonstrates that the
performance can be significantly influenced by the characteristics
of the hardware of the runtime, and specially-designed hardware
for inference keeps released. For example, recent Intel Xeon Max
CPU is equipped with High Bandwidth Memory with Advanced
Matrix Extensions (AMX) support to deliver much higher inference
performance than previous generation CPUs. Thus, in a serverless
environment where cloud vendors choose which hardware to pro-
vide, users should be able to understand the characteristics and
utilize its features.

Regarding cost, the SCS showed the most cost-efficiency, and
we expect that this is due to a higher degree of scaling policy
customization and lower cost of the service. Please note that though
we are running the minimum of 40machines for GCP Cloud Run to
measure warm-start time, only the processing time is included in
the cost calculation. For YOLOV5, we can observe that the inference
time of GPF is slightly faster than SPF, but the cost of GPF is higher
than SPF. The reason is related to the additional overhead due to the
extra data transfer overhead to and from the external object storage.
The measured inference time is time for the inference only, but the
overall cost is calculated by measuring a handler execution time
which includes additional data preparation time. The additional
network overhead is going to be further analyzed next.

Figure 3 compares the end-to-end response time to complete a
client’s inference task. The latency in Figure 2 includes the infer-
ence time only, and this figure includes network latency. One of the
primary factors that affects network latency is the API endpoint
protocol. The HTTP REST API is widely used, and the current AWS
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Figure 3: End-to-end response time for an inference task

Lambda (GPF) supports only the REST API, to which we had to
stick. AWS SageMaker serverless inference (SPF) has more flexi-
bility in choosing inference API endpoint protocol, and we used
gRPC to pass input and output for an inference task. The horizontal
axis presents two different models, YOLOV5 and BERT, which have
distinct input and output sizes from an inference task, as presented
in Table 2. In case of YOLOV5, which has a large input and output
dataset that are not supported by AWS FaaS endpoint, we used an
object storage service, S3, to pass the input/output to and from an
user. For each model, we present two cases, one using REST API
in a JSON format (GPF) and the other using gRPC in a Protobuf
format (SPF). The size of the input and output datasets is expressed
in Table 2. As revealed in the graph, the difference in response time
between the gRPC and REST API protocols becomes noticeable
when a large data set is required (YOLOV5). Compared to the in-
ference time difference between runtimes, which is in the range
of hundreds of milliseconds, the response time has a difference
of about 2 second. This is because gRPC transmits and receives
data through the Protobuf format, resulting in a smaller data size
compared to REST (JSON). This experimental result indicates that,
when managing a client’s inference task, the network latency can
take most of the response time, and the hardware performance of
the serverless computing environment might not be a dominant
factor when determining user experiences. From the context, a
more efficient API endpoint should be natively provided for GPF.

4.3 Scalability
The internal scaling mechanism is different for FaaS and SCS. Fig-
ure 5 illustrates the performance of FaaS as the configured memory
size changes. For comparison, we present two different models,
a small MobileNetV1 model (Figure 4a) and a large BERT model
(Figure 4b). The primary vertical axis indicates the inference time
and the secondary vertical axis displays the relative cost normalized
to when the configured memory size is 2GB. The horizontal axis
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Figure 4: Inference time as the configured memory size
changes for general purpose FaaS

presents the configured memory size of FaaS. Both models show im-
proving performance as the memory size increases, agreeing with
the advertisements by the service providers that the CPU capacity
is allocated proportionally to the configured memory size. However,
the performance improvement rate presents quite a difference. The
smaller model exhibits a minor performance improvement even
after adding more resources, resulting in a significant overall cost
increase. The larger BERT has a slight increase in cost as more
resources are allocated, but the performance improvement is also
noticeable. In FaaS, to provide more compute capacity as more
memory is allocated, the number of allocated CPU cores increases,
and if the application is not using the CPU cores in parallel, the
performance gain from allocating more memory can be negligible.
From this finding, we can conclude that the optimal FaaS environ-
ment configuration is crucial to obtaining the best performance and
cost efficiency, and it can considerably vary greatly when serving
various DNN models.

Figure 5 presents the performance variations of SCS as we change
the number of instances, the maximum number of requests that
an instance can process concurrently, and the number of assigned
CPU cores per instance change. We show a small and a large model
case, and other models show a similar pattern. The numbers on
the horizontal axis separated by the underscores represent the
value in order. In each configuration, we present the inference
time on the left and the end-to-end response time on the right.
The primary vertical axis displays the latency and the secondary
vertical axis reveals the relative cost normalized to the minimal
cost in each configuration. In addition, SCS has a rather complex
pricing mechanism, and the vendor does not provide per-request
billing. Therefore, we manually calculated the cost following the
billing criteria of the service.

In the experiments, we issued 48 requests at once and measured
the processing time while using 8GB of RAM. From the figures, we
can discover that the inference time does not make much difference
across different settings. However, the end-to-end latency and cost
have noticeable variations for different settings. When handling
requests, the number of instances and CPU cores determines the
cost. We discovered that packing more requests to a CPU core (the
case of 6_8_8 and 6_8_2) to save cost does not affect the inference
time, but the end-to-end response time becomes longer due to the
request queuing from the SCS engine. With the same degree of the
number of instances times the number of CPU cores, in the cases of
12_4_4 and 24_2_2, using a larger number of instances resulted in
better performance than allocating more CPU cores in an instance
with a lower cost. However, using more instances can negatively
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Figure 5: Inference latency and response time as the config-
ured number of instances, concurrency, and the number of
CPU cores per instance changes for SCS

affect the performance when a cold-start occurs, which we discuss
next. Despite the general trend for such a performance change,
different models show slightly different patterns, and further re-
search should be conducted to suggest optimal configurations for
SCS runtimes.

When using serverless computing, users should be aware of the
cold-start. So far, the experimental result is based on the warm-
start cases, and Figure 6 shows the cold start time for the small and
large DNN models of MobileNetV1 and BERT, respectively. In the
experiments, we issued 40 requests at once and measured the cold
start time, and then calculated the average value. For each platform,
we configured it to use 3GB of RAM. The horizontal axis indicates
various serverless runtimes and the primary vertical axis displays
the latency. In some cases, multiple requests cannot be completed
when a cold-start occurs, and the number is presented on the sec-
ondary vertical axis with a star marker. The lower part of a stacked
bar represents the model loading time, and the upper part repre-
sents the time for loading containers and the necessary libraries
to serve a model. To generate a cold-start, we issue 40 concurrent
executions in newly created environments. As presented in the
figure, it takes significant time for loading a DNN model, container
image, and necessary libraries to serve an inference service. In the
case of GPF, the container load time is smaller than SPF and SCS
because a separate HTTP or gRPC server library is not included in
the image. In the BERT model, we can see that the container load
time has increased due to the large size of the model, as presented
in Table 2. Taking into account the inference latency and network
latency to serve a user’s request, the latency when cold-start oc-
curs increases to over 10 seconds, which can severely affect user
experiences. Furthermore, the SCS of GCP Cloud Run had many
request drops in the cold start, where about half of the requests
could not be completed. Despite the acceptable response time in
case of warm-start, the cold-start latency is far from supporting an
interactive DNN inference application, and further research and
engineering effort should be devoted to overcome this issue.

From the comprehensive experiments of serving the DNN model
using various serverless execution environments, we could uncov-
ered the following.
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Figure 6: TheDNN inference latencywhen cold-start happens.
Compared to the warm-start time, the inference cold-start
latency is significant.

• An optimized inference service engine of an SPF can perform
better than a GPF with lower overhead

• The API network protocol has a significant influence on the
end-to-end response time to manage an inference tasks, and
more degree of freedom should be given to users for better
performance

• The complex configuration space of SCS offers a new re-
search challenge to provide an optimal environment for var-
ious DNN models.

• Despite the affordable inference time of DNN inference on a
warm-start, the cold-start latency (over tens of seconds) is not
affordable for an interactive application, and further research
specific to enhancing the DNN inference cold-start time is
necessary to widely adopt serverless computing widely for
DNN inference.

5 CONCLUSION AND FUTUREWORK
DIRECTION

Since the introduction of serverless computing and a GPF as a run-
time execution environment, other variants of serverless execution
environments have been developed. An SPF for DNN inference
provides an optimized environment for a workload, an SCS pro-
vides more flexibility in setting up the runtime. Using the various
setups, we thoroughly analyzed the inference performance of the
DNNmodel. The findings suggests the feasibility of using serverless
computing as a model serving framework, but it has limitations as
an interactive inference service. Further research and analysis can
be done in the direction of applying a special purpose library, such
as DeepSpeed Inference [18], on a serverless environment. Perfor-
mance analysis of a large model, such as Large Language Model,
on a constrained serverless environment should be conducted.
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