
CNN Training Latency Prediction
Using Hardware Metrics on Cloud GPUs

Yoonseo Hur
yoonseo@kookmin.ac.kr

Computer Science. Kookmin Univ.
Seoul, South Korea

Kyungyong Lee
leeky@kookmin.ac.kr

Computer Science. Kookmin Univ.
Seoul, South Korea

Abstract—Convolutional neural network (CNN) models are
becoming larger and more sophisticated over time, and training
requires a significant amount of time and computing resources. To
meet computing demand, graphics processing units (GPUs) are
widely used for training. Due to the excessive cost and overhead
of maintaining a GPU cluster, users may prefer to use GPUs
provided by a public cloud vendor rather than creating their own
servers. The initial cloud service is offered in the Infrastructure-
as-a-Service (IaaS) model. As the cloud evolves, the abstraction
level of the public cloud service becomes higher, and serverless
computing is considered the next-generation cloud service. In
the new way of offering cloud services, vendors are required
to provide an efficient environment for diverse workloads. To
meet the new requirement of the evolving cloud service, this
paper proposes heuristics to predict the training latency on
various GPU devices without using model information to help
cloud-service vendors prepare an efficient training environment
with minimal exposure to users’ model architectures. Unlike
previous work that relies on internal model details for latency
prediction, the proposed system uses only the hardware metrics
that are extracted during training. Using the information, we
first propose an algorithm to detect an epoch period that we aim
to predict. The detected epoch period becomes the target latency
to predict, for which we apply a stacked regressor to achieve
superior prediction accuracy. Detailed experiments revealed that
the average prediction accuracy of the proposed training latency
prediction model is 15.14%, which is similar to the state-of-the-art
approach that references the internal architecture of the model.
Unlike previous work, the proposed work does not reference the
model’s internal architecture, which proves the applicability of
this proposed work in the next-generation cloud service.

Index Terms—CNN training, performance model, GPU, cloud
computing

I. INTRODUCTION

Recent advances in artificial intelligence have increased the
prevalence of CNN [1] in a multitude of disciplines. The huge
massive requirement for computing power and the increasing
intricacy of CNN models indicate the superiority of GPUs that
are specifically designed for parallel processing over CPUs for
training. Given the financial and operational overhead associ-
ated with establishing a personal GPU training environment,
there has been a discernible shift towards cloud services.
Using cloud services facilitates an effortless environment setup
tailored to user specifications, offering cost efficiency, as
users are billed based on their consumption. Leading cloud
platforms, such as Amazon Web Services (AWS), Microsoft
Azure, and Google Cloud Platform (GCP), offer a multitude of

services. Due to the vast array of services provided by in the
cloud, users often find themselves at a crossroads, deliberating
which platforms, instance types, and services to choose.

Cloud computing services are developing in the direction of
hiding complex service management with a higher degree of
service abstraction. This evolution is represented by the devel-
opment of serverless computing, which reduces the overhead
of developers in building highly available systems [2]. The
main components of serverless computing are various fully-
managed services in which the service provider is responsible
for choosing appropriate instance types and scaling decisions.
To provide a higher degree of service abstraction layer, cloud-
service providers should be able to choose optimal instance
types for various implementations of deep neural network
(DNN) models to provide an efficient serverless DNN devel-
opment environment.

In the literature, many studies have proposed heuristics to
predict latency when a model is trained on GPUs [3], [4], [5],
[6]. All previous work has relied on the internal model archi-
tecture or profile output during the training phase to model
training latency. Although previous work has shown decent
prediction accuracy that has less than 10% mean absolute
percentage error (MAPE), it is not feasible to apply these in
a new public cloud service model. Previous methods require
the help of users to provide an optimal environment, either
by providing the source code of the model architecture [3],
[7], [4] or profiling the output during training [5], [6]. The
service provider and the consumer of the public cloud service
are different, and most users are hesitant to provide highly
confidential and private asset information to a service provider.

This paper proposes an algorithm to predict the training
latency of various CNN models on cloud computing GPU
instances using only metrics extracted from the hardware
to minimize the users’ help. This unique approach allows
cloud vendors to suggest the most cost-effective and time-
efficient environment without referencing the internal model
architecture or profile results of a model.

The proposed system consists of two primary sections. First,
we propose heuristics to detect the train epoch period from
hardware metrics. Based on the detected epoch period, we
design a model to forecast latency on various GPU instances
using dynamic and static metric information as model features.
A thorough evaluation reveals that the average MAPE of the



GPU Instance on Cloud Services

GPU Characteristic Cloud Instances

GPU Releasd Date CC1 GPU Core FLOPS (FP32) AWS Azure IBM GCP Alibaba

K80 2014.11 3.7 2496 4.113 P2 NC-series O
M60 2015.08 5.2 2048 4.825 G3s NV-series
P100 2016.06 6.0 3584 9.526 NCv2-series AC1 O gn5

P4 2016.09 6.1 2560 5.704 O gn5i
P40 2016.09 6.1 3840 11.76 ND-series

V100 2017.12 7.0 5120 14.13 P3 NCv3-series AC2 O gn6e,gn6v
T4 2018.09 7.5 2560 8.141 G4dn NCasT4 v3-series O gn6i

A100 2020.05 8.0 6912 19.49 P4d ND A100 v4-series O gn7e,gn7
A10 2021.04 8.6 9216 31.24 NVadsA10 v5-series gn7i
A10g 2021.04 8.6 9216 31.52 G5

L4 2023.03 8.9 7680 31.33 O
1Compute Capacity

TABLE I: Specification of different GPU Instances on Cloud Services
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(b) Normaized cost to train a model

Fig. 1: The relative latency and cost to train different models.
The lower values are better.

epoch-detection module is 9.6% and that the average MAPE
of the latency prediction of various GPUs is 11.7%, similar to
the prediction accuracy of previous work that references the
internal model architecture. The decent prediction accuracy of
this proposed system without using the model source code or
model profile output presents the applicability of this work
in a public cloud to provide an optimal training environment
without the help of users.

The major contributions of this paper are as follows:

• Epoch period detection using dynamically changing hard-
ware metric

• Creating a predictive model using hardware metric infor-
mation without the internal model architecture

• Implementation of automatic various hardware metric
gathering module

II. TRAIN LATENCY ON DIVERSE GPUS ON CLOUD

Due to the nature of CNN training, which requires a
significant amount of computing power in parallel, GPUs are
widely used for training. The prohibitive cost of a cluster of
GPU devices and the difficulties of maintaining it motivate
algorithm developers to conduct training in the cloud, where
GPU devices are provided with an on-demand billing model.
Table I lists the GPU models currently offered by cloud
providers, including AWS, GCP, AZURE, IBM, and Alibaba.
The table encompasses GPUs from the earliest K80 to the
latest L4 models. Notably, newer GPUs do not necessarily
equip more GPU cores despite their elevated computing ca-
pacities and floating-point operations per second (FLOPS).
Additionally, the value of FLOPS does not increase linearly
with the recency of the GPU release date. With the expanding
diversity of GPU instances and their features, merely assessing
GPU specifications may be insufficient for users to gauge the
most efficient option. Furthermore, different cloud vendors
have diverse GPU models, and a specific model may not be
offered by a user’s primary cloud service provider, which could
urge a user to set up a multi-cloud environment where service
operation can be very challenging [8], [9].

Figure 1 compares training time and cost to demonstrate the
variability in performance when training a model using various
GPUs. In the experiments, we train multiple layers of the
CNN model [1] with the CIFAR10 dataset (which we call CI-
FAR10 CNN) and VGG16 [10] using various GPUs provided
by AWS, Alibaba, and GCP, presented on the horizontal axis.
Figure 1a compares the latency to train an epoch. The vertical
axis displays the relative latency normalized to the best-
performing instance type in each model. The best-performing
GPU type of CIFAR10 CNN and VGG16 is marked with
a star and a triangle symbol, respectively. Different GPUs
perform best for distinct models, and the relative latency is
different for the model and GPU combinations without any
pattern.

In the cloud, cost engineering is a critical process, and



Fig. 2: The overall architecture of proposed training time prediction system relying on hardware metrics

Figure 1b compares the cost of training different models.
Similarly to the latency distribution, the two CNN models
had distinct cost-effective GPUs. The most cost-effective and
fastest training GPUs are different, and the latency and cost-
changing patterns are not intuitive if we consider only the
hardware specifications summarized in Table I. Such distinct
patterns can impose a significant burden on algorithm develop-
ers when building an optimal environment using cloud GPUs.

Suppose that one can accurately estimate the training time
in diverse environments using distinct GPUs. In that case, it
becomes relatively more straightforward to build an optimal
training environment, because the cost to maintain a cloud
GPU cluster can be calculated by the posted instance price. In
the literature, to help build an optimal training environment,
Paleo [3] employed an algorithm to predict the training time
considering the model architecture, the size of the data set, the
FLOPS of the GPU, and the bandwidth. Similarly, MLPredict
[4] and Habitat [6] predict training times for various DNN
models using model architecture and GPU hardware data, in-
cluding detailed model information, such as the kernel size and
input padding. Srifty [11] proposed a performance prediction
model for multi-GPU distributed cloud systems using model
and profile data.

Although the mentioned work accurately predicted the
training time on GPU devices, all algorithms reference the
internal model architecture to build a latency prediction model.
These approaches are applicable if an algorithm developer
builds and maintains the entire training environment. However,
if a user builds an execution environment in the cloud, the
circumstances change. In the initial cloud-service offering,
represented as IaaS, users have flexibility in the environment
setup. However, as the cloud computing service evolves, the
abstraction layer of computing services increases, and building
an optimal environment becomes the role of service providers,
not the algorithm developers. In many cases, the model source
code or internal architecture is confidential to an individual or
an institution, and the developers are not willing to provide
this information to cloud service providers merely to set up an
efficient environment. Therefore, in the context of providing an
optimal training environment in next-generation cloud services
with a higher degree of service abstraction layer, represented
as a function-as-a-service and serverless computing [12], it is
critical to predict training latency without exposing any model

details to cloud service providers.

III. FINDING THE OPTIMAL INSTANCE FOR TRAIN

To help build an optimal training environment in the next-
generation cloud, we propose a CNN training time prediction
system without reference to the model architecture. Instead,
the proposed system uses metrics collected from the hardware
that cloud service providers can typically access, such as
the cloud monitoring system, AWS CloudWatch, and Azure
Cloud Monitor. Figure 2 presents the overall sequence of the
proposed system. In the training hardware metric collection
module (Section III-A), we introduce the hardware metrics
for latency prediction and the mechanism for collecting them.
The automatic training epoch-detection module (Section III-B)
proposes an algorithm to detect the epoch based on hardware
metric changes. The detected epoch becomes the prediction
target in the training-latency prediction module (Section III-C).

A. Training Metrics Collected from Hardware

To collect effective metrics generated during the training
phase to characterize the process, we used Data Center GPU
Manager (DCGM [13]) and DeviceQuery [14]. DCGM, a
software tool provided by Nvidia, enables real-time monitoring
of various GPU metrics during training, including temperature,
memory usage, power consumption, and error status. Although
DCGM is used as a diagnostic tool that can identify and
determine the cause of GPU problems, we used it primarily
to track metrics to characterize a training task. We collect the
DCGM logs collected every 0.1 second. In this paper, not all
metrics collected from DCGM are utilized. Certain features are
excluded, specifically those that do not show any variation over
time, have identical values across all GPUs in the experiments,
or cannot be collected from specific GPUs. DeviceQuery is one
of the utility programs included in the Nvidia CUDA toolkit,
which allows users to inquire about the primary features and
capabilities of the installed Nvidia GPUs. We modified the
Devicequery.cpp file within the Nvidia CUDA toolkit to save
its output as text data for further processing. In Devicequery,
not all metrics were utilized. Those values that were identical
across all five GPUs, unsupported values, or values represented
as binary were excluded.



1) Dynamic Dataset: This section summarizes the metrics
collected to model training time. The following list presents
the metrics whose values change over time during training.

• SMACT: The average ratio of active streaming multipro-
cessors (SMs) over a user-defined period (default 1 s).

• SMOCC: The proportion of warps actively working
within an SM during a user-defined period. For example,
if 7 out of a maximum of 10 warps are consistently active
in a single SM, it yields a value of 0.7.

• DRAMA: The cycle ratio in which the device memory
is actively sending or receiving data.

• FP32A and FP16A: FP32A denotes the ratio of cycles
when the dfp32 pipe is active. A higher value indicates
increased utilization of the FP32 core. In addition, FP16A
is analogous to FP32A, differing only in the numerical
designation.

• PCIRX: The total byte count of active PCIe receiving
data, including the header and payload, including data
copied from the host (CPU) to the device (GPU).

• TENSO: The proportion of cycles during which an SM
has at least one warp assigned.

• NVLTX: The byte count of active NVLink transmit data,
covering the header and payload.

• GPUTL: GPU utilization over a user-defined period.

2) Static Dataset: The mentioned dataset changes dynam-
ically. Next, we summarize the static metrics used for latency
modeling.

• B1TTL: Total base address register (BAR1) of the GPU
in megabytes, mapping the frame buffer (FB) for direct
access by the CPU or other devices.

• B1FRE: Amount of free BAR1 on the GPU in
megabytes.

• SMMAX: Maximum supported SM clock speed for the
device.

• SHTMP: Device shutdown temperature.
• EPLMT: Effective power limit enforced by the driver,

accounting for all limiters.
• PCILW: Current PCIe link width.
• TOTAL GM: Total global memory (in megabytes) or

off-chip memory.
• CUDA CORES: Computing power. However, identical

numbers can still vary in efficiency.
• CUDA CORES/MP: Cores per multiprocessor, indicat-

ing the core count of each multiprocessor.
• GPU Max CL: Maximum clock rate of the GPU in

megahertz.
• MEM CL: Memory clock rate.
• MEM BUSWIDTH: Memory bus width in bits, indicat-

ing the number of memory input/output (I/O) lines.
• MEM SIZE: Size of the DRAM.
• TENSOR CORES: Specialized cores designed for

mixed precision training.
• L1/L2 CACHE SIZE: The L1 cache exists within each

SM and shares space with shared memory, whereas the
L2 cache is external to the SM.

Fig. 3: Change point detection sequence using Luminol

• TOTAL SMPM: Shared memory available per multipro-
cessor.

• C CK: Concurrent copy and kernel execution copy en-
gine.

• FP16, FP32, FP64 TFLOPS: Refers to 16-, 32-, and 64-
bit floating point operations per second commonly used
in computational research.

• CC: The computing capability of the GPU, defining the
supported features.

• MNG: Maximum number of resident grids per device.
• MNBWM: Maximum resident blocks, warps, and mem-

ory per SM.
• MNT: Maximum threads per multiprocessor.
• MNSM: Maximum shared memory per thread block,

measured in kilobytes.

B. Train Epoch Period Detection

The input features and target values should first be defined
to build a training-latency prediction model. Considering the
nature of the training, an epoch latency can be a good target
value, but there is no method to detect an epoch period without
referencing the source code. This section focuses on detecting
the epoch period using a metric value.

1) Change Point Detection For Epoch Discovery: To cap-
ture the transition points where epochs begin and end, we
leveraged the change point detection (CPD) algorithm. Among
many metrics, although the boundaries marking the start and
end of epochs may be visually observable in some models,
there are numerous cases where this is not straightforward.
Even when these transitions are visually apparent, generalizing
the process to an algorithm can be challenging. In this paper,



we propose the use of Luminol [15] CPD algorithm to
accurately identify these critical boundary points.

Luminol is a lightweight Python-based open-source library
for time-series data analysis that offers two primary function-
alities: anomaly detection and correlation analysis. This paper
focuses on its anomaly detection capability. Luminol assigns
a higher anomaly score to outliers in a time series and a lower
score to regular patterns. When applied to time-series data, the
Luminol approach generates a new graph that consists of only
these scores.

Figure 3 presents the general operation of Luminol, illustrat-
ing the use of two windows for comparison in a time series, the
lag and future windows. This method compares the similarity
of these two windows using a sliding-window approach to
derive anomaly scores. This computational process is referred
to as the bitmap [16]. This approach involves partitioning time
series data into segments and using the occurrence frequency
of comparable segments to assess anomaly scores. In the
bitmap detector operation of Luminol, the future window is
referred to as the lead window. The continuous data within
each window are converted into a string using the symbolic
aggregate approximation method to facilitate comparison [17].
This method divides the range between the minimum and
maximum values into categories, treating the values within
each range as identical characters. In practice, this involves
setting a specific interval in the window, calculating the
average value of the data within that interval, and converting
this average into a corresponding character based on its range.
This process effectively discretizes continuous time-series data
into a string sequence, such as aabaaca, simplifying the
comparison. Next, using the chaos game [18] representation
algorithm, these strings are converted into a n×n grid. In the
figure, a 2× 2 grid is used, where the frequency of characters
in each cell is counted and filled. For a lag window string
aabaaca, where a occurs five times and b once, the numbers
are assigned accordingly. These grids are normalized, with the
lowest value set at 0 and the highest at 1.

The anomaly score is determined by subtracting the cor-
responding values from the lag and future window grids,
squaring and summing these differences. A higher score
indicates closer proximity to an anomaly. This method allows
us to reconstruct a new graph of anomalies from the time-
series data using sliding windows. Applying Luminol, we aim
to determine an epoch transition that can be regarded as an
anomaly.

2) Smoothing Change Detection Score: Lumonol recon-
structs raw metric data into anomaly detection scores. How-
ever, due to the high variability in the changed detection
scores, using the score as an indication of the epoch period
can generate too much noise, where values around an actual
anomaly (a real epoch boundary) are also high and varying.
To solve this problem, we use the Savitzky–Golay filter [19]
to smooth the Luminol scores.

Figure 4 illustrates an example mechanism of the Savitzky–
Golay filter to smooth discrete time-series data to a quadratic
equation function. This algorithm collects data values within

Fig. 4: Graph smoothing using Savgol Filter
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Fig. 5: Comparing the impact of applying Luminol and
Savitzky-Golay multiple times

a specific range, creates a new regression function, and
replaces the original values with those derived from this
regression function to smooth the data effectively. First, we
must generate a regression function using the data within
the window. The least square principle, minimizing the
difference between the smoothed regressor output and the
real data, is used to determine the polynomial coefficients.
For example, we consider data points within a window of
(−4, d0), (−2, d1), (0, d2), (2, d3), (4, d4) and a second-order
polynomial function f(x) = a0+a1x+a2x

2. We use the least
square principle [a0−4a1+16a2−d0]

2+[a0−2a1+4a2−d1]
2+

[a0−d2]
2+[a0+4a1+16a2−d3]

2+[a0+4a1+16a2−d4]
2

to determine the coefficients to minimize the output, which is
the regression error. This result is transformed into a matrix
equation A · a = d. By adding AT to simplify the calculation,
we solve for a in (AT · A) · a = AT · d, determining the
coefficients of the polynomial. The input value at each point
is replaced by the polynomial value, smoothing the data.

3) Train Epoch Period Detection: To detect a training
epoch period using Luminol and the Savitzky–Golay filter, we
mark the peak point in the processed data as a separate epoch.
In the detection, we repeat a set of Luminol and Savitzky–
Golay filters three times to improve the detection accuracy.
Repetitively applying the combination is necessary because
a single execution is not sufficient to smooth the data for
peak value detection adequately. The rationale for combining
Luminol with smoothing, rather than just repeating smoothing
three times, is that continuous smoothing alone can obscure
peak values, making them difficult to distinguish. Applying
both techniques together in each set is crucial to preserve
the distinctiveness of the peaks while smoothing. We detected
spikes in the processed data using the find peaks function from
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Fig. 6: Visual comparison of the proposed train epoch detec-
tion algorithms with other well-known change point detection
algorithms

SciPy’s signal processing module [20].
Figure 5 compares the detection of the maximum value

when applying Luminol and Savitzky–Golay filters just once
(Figure 5a) versus three times (Figure 5b) to visually inspect
the performance of the proposed heuristic. The figures demon-
strate that applying the combination once does not sufficiently
smooth the data and generates too many peaks with poor
detection accuracy. We empirically verified that applying the
combinations more than three times neither harms nor benefits
the detection accuracy.

Figure 6 visually compares the results of the proposed epoch
detection mechanism and other well-known CPD algorithms.
Figure 6a presents the original DRAMA data collected during
training. The results of applying three sets of the proposed
Luminol and Savitzky–Golay filter combination are depicted
in Figure 6b. Figure 6c illustrates the epoch detected using
the Rupture CPD algorithm [21], and Figure 6d employs
the Jenkspy CPD algorithm [22]. In each figure, the vertical
dashed lines represent the detected epochs. The proposed
method using the Luminol and Savitzky–Golay filters effec-
tively reconstructs the graph and accurately identifies the major
peaks, leading to accurate train epoch detection. The Rupture
CPD algorithm tends to detect small peaks, but its main

drawback is that it requires a definition of user-specified peak
counts, which can be a significant limitation. The Jenkspy al-
gorithm failed to detect the training epoch accurately. Jenkspy
tends to detect outliers within a small range rather than
significant changes in the DRAMA dataset. Consequently, it is
highly effective in identifying minor variations within a limited
scope. However, it is not well-suited for detecting major trends
or significant changes within the overall flow of data. The
proposed approach that uses a combination of Luminol and
the Savitzky-Golay filter consistently presents good predictive
accuracy with minimal deviation, and this comparative accu-
racy is discussed quantitatively in the evaluation section.

C. Train Epoch Latency Modeling

With the detected epoch using hardware training metrics,
we built an epoch training-latency prediction model. This
section describes how the input features and target values are
constructed from hardware metrics.

1) Defining Input Features: To use the gathered training
metrics as the model input features and target latency for
prediction, they must be pre-processed. First, the diverse and
dynamic data set whose value changes during the training
phase must be aggregated to use the metrics as features.
For aggregation, we extracted the distribution of each metric
(mean, median, minimum, maximum, quartiles, and standard
deviations) within the expected epoch. We did not aggregate
the static data, using them raw. To use the static and aggregated
dynamic dataset as input features to express the relationship
between the source and target GPU instances, we used the
ratio of the static dataset value between the source and target
GPUs as input feature. In addition, the detected epoch latency
is also added to the input feature. The target latency to predict
is the model training time on a target GPU.

Figure 7 shows an example of building input features and
target values. The aggregated dynamic dataset and the static
raw dataset with the detected epoch latency are summarized
in the left part of the figure. The aggregated dataset is
transformed into the input of the prediction model on the right.
In the input of the prediction model, the source and target
GPUs are first defined. The aggregated dynamic metrics of the
source GPU are used as the input feature X. The hardware-
related static dataset is added as the ratio value to express the
relationship between the source and target instance types. For
example, if the source GPU is V100, and the target GPU is
T4, the CUDA cores feature is expressed as 5120

2560 , which is the
fraction of the CUDA cores from V100 to T4. The detected
epoch latency on the source GPU is added to the input feature.
The epoch latency on the target GPU is defined as a target
value, Y.

2) Modeling Using Stacking Regressor: Using the proposed
features, we built a training-latency prediction model by apply-
ing a stacking regressor heuristic [23]. Stacking is a prediction
method that uses the predictions of various models as training
data for a final model. The stacking model is divided into base
regressors and a meta-regressor. In the stacking model, the
predictions of each base regressor are used again as training



Fig. 7: Reconstructing training data, including the previously obtained epoch latency, for the purpose of training model

Fig. 8: The composition of training latency prediction model
adopting the stacking regressors
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Fig. 9: Model-wise accuracy when comparing epoch latency
using only hardware data

data. In this paper, the base models are the random forest [24]
and categorical boosting (CatBoost) [25] methods. The random
forest is an ensemble method that uses decision trees as its
base model. It involves creating multiple decision trees and
considering their results collectively to reach a conclusion. The
second base model, CatBoost, is an efficient machine learning
algorithm optimized for categorical data processing based on
gradient-boosting decision tree ensembles.

The predictions from these base models are used as training
data for the meta-regressor model. This paper applies the Hist-
GradientBoosting regressor model [26] as a meta-regressor,
which uses histogram-based gradient boosting, providing high
speed and efficient memory usage in large datasets. Figure 8
illustrates the structure of the stacking regressor model in this
paper.
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Fig. 10: Optimal criteria for smoothing based on dividing the
entire data by a specific number in the savgol filter

GPU T4 A10g V100 A100 A10

Cloud AWS AWS AWS GCP Alibaba

MAPE 11.66 7.59 10.59 9.51 8.66
R2 0.93 0.91 0.96 0.93 0.93

TABLE II: Accuracy of predicting epoch latency based solely
on hardware data, grouped by GPU

IV. EVALUATION

This section, we evaluates the precision of the proposed
system with overhead to maintain the system.

A. Experiment Setup

This study uses five GPU instances for evaluation. From
AWS, we used three GPUs: the A10g GPU from the g5
instance, the T4 GPU from the G4dn instance, and the V100
GPU from the P3 instance. Additionally, we employed the
A100 GPU from GCP’s A2 instance and the A10 GPU from
Alibaba Cloud’s gn7i instance to gather data across a broad
spectrum of cloud platforms. During the training phase, we
employed the AWS Deep Learning AMI environment, specifi-
cally tailored for deep learning. A consistent environment was
maintained across GCP and Alibaba Cloud for uniformity.

For the experiments, we applied a variety of CNN
models, including VGG19, VGG16, VGG13, VGG11,
MobileNetV2, InceptionV3, InceptionResNetV2, ResNet50,
ResNet34, ResNet18, ResNetSmall, LeNet5, CIFAR10-CNN,
and MNIST-CNN. The objective is to employ models of
diverse sizes, from relatively smaller models, such as LeNet5
and MobileNetV2, to their larger counterparts, such as
VGG19. The batch sizes implemented in the experiments were
16, 32, 64, 128, and 256, while training was carried out with
input pixel sizes of 32×32, 64×64, 128×128, 224×224, and
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Fig. 11: True (x-axis) and predicted (y-axis) latencies for different source GPU devices that are shown in each sub-figure

256× 256. We trained each model by iterating 10 epochs for
each. In addition, the automated hardware model collection
system is designed to allow users to collect hardware data
during training simultaneously. We applied the MAPE, the root
mean squared error (RMSE) and R2 as performance evaluation
metrics. The R2 value measures how well a predicted value
follows the actual data. The value ranges from 0 to 1, where
a higher value indicates better regressor quality.

B. Epoch Detection Accuracy

This section validates the accuracy of the previously dis-
cussed epoch-detection heuristic. Using the DRAMA metric
collected through DCGM provided the best detection accuracy,
and we used the metric as the basis for the proposed system.
Table II presents the MAPE and R2 of the epoch-detection
heuristic measured for various GPU devices. The MAPE of the
epoch-detection algorithm measures how much the predicted
epoch period differs from the actual epoch period. Regardless
of the GPU devices, the model demonstrates good prediction
accuracy. The average MAPE is 9.606. The R2 also indicates
accurate epoch-detection quality.

Figure 9 displays the precision of epoch detection using
the categorized MAPE metric for the models displayed on the
horizontal axis. The MNIST CNN achieved the best accuracy
at 4.46, whereas VGG16 displayed the lowest accuracy at
13.1. As the size of the model increased, so did the MAPE,
but no particular model exhibited exceptionally poor results,
suggesting a consistent level of good accuracy across the
models. This result underscores the feasibility of detecting the
epoch boundary and latency solely on the basis of the DRAMA
dynamic metric.

Figure 10 presents the precision based on the number of data
points when smoothing is applied using the Savitzky–Golay
filter. The threshold signifies the total number of dynamic
data points divided by the threshold value, which is the
basis for smoothing. The bar graph represents the MAPE,
whose value is indicated on the primary vertical axis. The
star markers depict the R2 metric, whose value is presented
in the secondary vertical axis. The horizontal axis displays
the threshold. When smoothing was performed with 40 data
points, as we adopted in the proposed system, MAPE and R2

exhibited the highest precision, with a subsequent decrease in
precision as the threshold changed.

CPD Algorithm Rupture Jenkspy

MAPE 163.38 172.86

TABLE III: Comparing the epoch detection accuracy when
using well-known CPD algorithms

Source GPU T4 A10g V100 A100 A10

Cloud AWS AWS AWS GCP Alibaba

MAPE 11.67 15.82 13.77 10.50 12.89
R2 0.83 0.83 0.84 0.85 0.84

TABLE IV: Final predicted values for 1 epoch latency across
different GPUs using the predictive model

This paper proposes the combination of the Luminol CPD
algorithm and a Savitzky–Golay filter. To compare the per-
formance of the proposed algorithm, we compared MAPE
with other well-known CPD algorithms (Jenkspy and Rupture)
in Table III. Rupture and Jenkspy demonstrated an error
rate exceeding 100%, which appears to be due to significant
deviations for the DRAMA dataset. Although the presented
value is based on the DRAMA result for a fair comparison,
the model exhibited a similar error rate for other dynamic
datasets. This comparison allows us to assert the superiority
of the detection accuracy of the proposed system.

C. Target GPU Latency Prediction Accuracy

This section evaluates the accuracy of the target GPU epoch
latency prediction. Figure 11 visually presents using a scat-
terplot, with the horizontal axis indicating the actual training
latency and the vertical axis marking the predicted latency.
Points near the y = x line suggest accurate predictions. Each
subfigure indicates the source GPU type, and each scattered
point is the prediction of other target GPUs. The predictions
align closely with the actual CNN training times, implying
robust accuracy.

Table IV reveals that the A100 GPU has a leading accuracy
of 10.50, whereas the A10g GPU registers a less optimal value
of 15.82. However, most instances maintain MAPE values of
around 15, with all R2 values exceeding 0.8.

Table V explains the rationale for using dynamic and static
data for training. Training solely with dynamic data resulted
in a MAPE of 71.61, while using only static hardware data



Dynamic Data Static Data ALL Data

MAPE 71.61 20.1 11.7

TABLE V: Comparison of GPU latency prediction accuracy
using dynamic, static, and combined datasets.
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Fig. 12: Comparison of performance improvement when using
a stacking regressor model over single models

yielded a MAPE of 20.01. Combining dynamic and static
datasets improved the accuracy to 11.7, stating that using
various datasets is a valid decision.

Figure 12 presents the effect of choosing a stacking re-
gression model as predictor, where the MAPE is on the
vertical axis. On the horizontal axis, a separate model is
depicted. As mentioned, this ensemble model uses predictions
from multiple base models in the horizontal axis to form a
meta-model, outperforming single base models. The proposed
stacking regression achieved a MAPE of 11.17, marking
improvements of 16.7% over CatBoost, 20.2% over random
forest, and 32% over HistGradientBoosting.

There may be a difference in latency when training is
performed with and without the metric collection module.
Figure 13 illustrates the additional latency due to the metric
collection module to observe the overhead of metric measure-
ment. In the figure, the horizontal axis indicates the model and
the vertical axis indicates the percentage of the performance
penalty. No specific model showed a significant disparity,
with an average overhead of 5.5%. This outcome does not
directly affect prediction performance; thus, overhead was not
a primary concern in this study.

D. Comparison with Other Prediction Approaches

This study aims to compare the results with previous
research on the prediction of training latency detection, specifi-
cally Paleo [3]. Paleo predicts training time considering factors
such as model architecture, training data size, GPU FLOPS,
and bandwidth. However, instead of relying solely on hardware
devices, it incorporates hardware information into the model
architecture and training data. Table VI presents a comparison
using the VGG16 model, used in both this study and Paleo.
Although the MAPE increased slightly from 10 to 15.14,
considering that the prediction is based solely on hardware
data without any model information, the discrepancy is not
considered significant. In terms of RMSE, this study exhibits
superior results with a value of 4.14, establishing its advantage
in this regard. These findings demonstrate that even without
disclosing the profiling results or the specific structure of the
model, the proposed approach can produce results comparable
to those of the leading studies.
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Fig. 13: Overhead occurring during data collection, shown by
model

V. RELATED WORKS

Training-Latency Prediction: Paleo [3] attempted to pre-
dict training time considering the model architecture, data
size, GPU FLOPS, bandwidth, and other factors. However,
there is concern that the security of the learning model
would be compromised due to the inclusion of the model
architecture if it were applied in a public cloud setup. The
MLPredict [4] model also predicts the training time of various
DNN models, including a variety of model architectures and
GPU hardware information. However, the contribution of
hardware data among all features is small, and the prediction
model references specific model information, such as kernel
size and input padding. NeuralPower [7] uses polynomial
regression, featuring an internal model architecture to predict
DNN training times for hardware environments and power
usage limited by resources. Ruohan Wu et al. [27] propose
a two-stage performance modeling framework that combines
graph-level analysis and operator-based hotspot modeling to
predict the execution time of DNN models. CDMPP [28]
is a framework for predicting operator latency for training
and inference in various DNN models and devices. All of
the aforementioned methods used model architecture data,
and model information cannot be protected. The algorithm
proposed in this paper has the advantage of not having to
reveal the model architecture or training details because it only
uses hardware metric data.

Habitat [6] and PROFET [5] predict training time using
features collected by profiling. DNNAbacus [29] analyzes the
computational resource demands of classical DNN models
and introduces a lightweight DNN performance prediction
model. The study employed a profiling approach to generate
training data by utilizing model information. DNNAbacus
accurately predicts train time and memory costs for PyTorch
and TensorFlow models showcasing its efficacy across diverse
architectures. Black-box models, in comparison to white-box
models, do not reveal detailed insights into the system’s inter-
nal operations. Our approach, which excludes all data related
to the model and training, demonstrates sufficient accuracy
even in situations requiring rigorous security. Thus, it has the
advantage of being applicable in public cloud environment
setups.

Runtime Estimation on the Cloud with Cost-Time
Optimization: Many studies have focused on performance



PALEO Our Method
MAPE 10.1072 15.14
RMSE 32.3637 4.14

TABLE VI: The prediction accuracy compare with PALEO

estimation in cloud environments. CherryPick [30] is a tool
that employs Bayesian optimization algorithms to efficiently
determine the optimal cloud configuration space for big data
analyses. Paris [31] is a data-driven system that provides accu-
rate performance estimates with minimal data collection, using
a unique combination of off-line and online data collection and
modeling to address the problem of optimal virtual machine
selection. MPEC [32] is a system that can predict latency when
performing distributed matrix multiplication tasks of various
input sizes and shapes with different instance types and the
number of worker nodes in a cloud computing environment.
The mentioned work has a commonality with this work in
the context of recommending an optimal environment in the
cloud. However, the target domain and devices become diverse
with recent advances in artificial intelligence applications, and
previous work primarily focused on CPU devices. As deep
learning becomes mainstream in the field, the setup of efficient
GPU environments becomes a crucial problem.

Srifty [11] proposed a performance prediction model in a
distributed cloud system composed of multiple GPUs using
model information and profiling model data. Oikonomos [33]
addresses the challenge of acquiring instances for deploy-
ing High-Performance Computing (HPC) applications in the
cloud. It calculates the cost per instance and suggests the most
suitable instance based on the user requirements. Accordia [34]
is a system developed to handle the diverse nature of big data
analysis jobs, identifying cost-optimal configurations in the
context of variable cloud service costs. It leverages Gaussian
Process Upper Confidence Bound (UCB) techniques to offer
theoretical performance guarantees. These studies assist users
in identifying the most optimal environment in the cloud,
including GPU instances. However, due to the use of instance-
related data and model data, these cannot be fully classified
as black-box models.

VI. LIMITATIONS AND FUTURE WORK

While the prediction accuracy of the proposed system has
not yet exceeded previous research that references model in-
formation, future studies should focus on improving prediction
accuracy based solely on hardware capabilities. In the future,
we anticipate employing a wider variety of algorithms such
as Neural Architecture Search (NAS) [35] to improve the
accuracy of the prediction model beyond its current state. The
proposed work mainly relies on hardware metrics to avoid
referencing internal model architecture for latency modeling,
other features need to be discovered to enhance prediction
model accuracy.

It is also essential to explore predictions for diverse hard-
ware beyond GPUs. In the experiments, we diversified the
GPU devices across different cloud vendors and could verify

the generality of the proposed algorithm. Assuming that newly
released GPUs keep providing similar hardware metrics, it is
expected to provide decent prediction accuracy. For special-
purpose hardware other than GPUs, such as Tensor Process
Units (TPU) [36] by Google or Tranium by AWS, the hard-
ware metrics and libraries provided are different from those
provided by GPUs. The overall procedure of this proposed
work composed of the epoch period detection and the training
time model can be applied to new hardware. However, the
specific metrics to characterize DNN training jobs need to be
further analyzed, which is remained for future work.

The current work supports the prediction of CNN models
only, but it is also important to exapnd the prediction to other
DNN model categories, such as RNN and Transformer models.
With the recent trend of increasing model and dataset sizes,
it would be beneficial to expand predictions to multi-GPU
environments, not just single GPUs. Furthermore, creating
a prediction model that includes not just training, but also
inference, can provide an even more comprehensive optimal
cloud environment for DNN.

VII. CONCLUSIONS

This paper proposes a system to predict training time
on cloud GPU instances without relying on model-specific
details, enabling cloud providers to offer time-efficient and
cost-effective training environments without disclosing model
internal architecture to users. To achieve the goal, the proposed
work leverages metrics generated from training hardware,
which does not need to reveal the internal architecture of DNN
models. Using hardware metrics as features, the proposed
system predicts the training latency of multiple DNN models
when they are conducted on various GPU devices. As the pro-
posed work necessitates minimal model-related information, it
can become a basis work to provide an optimal environment
for security-conscious users, especially in a public cloud
environment. To accomplish this, we developed an epoch-
detection algorithm by observing active device memory usage,
and using the detected epoch, we proposed a stacking regressor
for training latency prediction. The accuracy of the prediction
model is quantified at MAPE of 15.14%, which does not
diverge significantly from the prediction accuracy of recent
studies, including Paleo [3] and Habitat [6], which refer to the
internal architecture of DNN models. Given that most recent
similar work utilizes an internal model architecture to predict
training latency, the ability to produce comparable accuracy
without referencing internal model detail and using metrics
from hardware data exclusively is a major contribution of
this proposed work, and we believe it will provide a new
opportunity to offer a fully-managed cost and time optimal
DNN training environment on public cloud services.
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