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Abstract—Matrix multiplication is an important kernel task
in many machine learning algorithms. As the size of input
datasets increases, multiple workloads are analyzed in large-
scale distributed cloud computing environments. Therefore,
understanding the characteristics of a distributed matrix
multiplication task is essential for running machine learning
jobs in the cloud. Herein, we propose Matrix multiplication
Performance Estimator for Cloud computing, a method to
predict the latency of matrix multiplication of various sizes
and shapes in a distributed cloud computing environment.
We first characterize the overhead of a distributed matrix
multiplication task and propose features to model the latency of
a task with different input types. Using the proposed features,
a latency prediction model is developed by applying a data
mining algorithm and a parameter optimization step iteratively.
In experiments with 236 distinct types of matrix multiplications
on diverse cloud instances running Apache Spark, we confirm
that the proposed method can model the latency of various
types of matrix multiplication tasks effectively and capture the
non-linear interactions among the proposed features. A com-
parison with the state-of-the-art cloud computing performance
predictor, Ernest, reveals that the proposed method provides
63% lower Root Mean Square Error (RMSE) for a distributed
matrix multiplication latency prediction task and confirms the
uniqueness of the distributed matrix multiplication workload.

I. INTRODUCTION

Many big data analysis systems are deployed in cloud
computing environments to process increasingly large
datasets while guaranteeing stable operations, scalability,
and fault-tolerance from the viewpoint of infrastructure. To
satisfy application demands from distinct use cases, cloud
computing service providers offer various types of config-
uration instances, and many big data systems are deployed
in a scale-out manner using cloud computing resources. In
such environments, managing distributed compute resources,
datasets, and programming is challenging. To relieve the
burden of managing distributed resources and allow appli-
cation developers to focus on critical tasks, many systems
that provide simple and easy interfaces to handle large-scale
datasets have been proposed, e.g., Apache Spark [19].

Data mining algorithms are used to extract valuable
information from massive datasets, and in many machine
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Figure 1: Normalized value of latency with different instance
types and input matrix shapes (lower values are better)

learning algorithms, matrix multiplication is the core compu-
tation kernel. For example, in recommendation systems, the
core computation kernel of matrix factorization algorithms,
such as SVD [7] and NMF [9], is matrix-matrix multipli-
cation. Matrix-vector multiplication is the core kernel of
the PageRank algorithm when using the power method to
obtain principle eigenvectors [11]. To build a cost-efficient
cloud environment wherein machine learning tasks can be
performed with a distributed matrix computation kernel, it
is crucial to estimate the overhead of the kernel task with
distinct matrix sizes and shapes.

To understand the characteristics of matrix multiplication
performance in a distributed cloud computing environment,
we analyzed the performance of dense matrix multiplication
with diverse input sizes and formations on distinct cloud
computing instances. In the experiments, we multiplied two
square matrices(10000, 20000, and 30000 rows) on AWS
EC2 R4, C4, and G2 instances with a size of 2xlarge. We
used the Apache Spark MLlib BlockMatrix library [2] to
conduct the experiments with four machines with Open-
BLAS installed.

In Figure 1a, the gray bar indicates the normalized latency
of the fastest completing instance type. As shown in the



figure, when the input matrix size differs, the best perform-
ing instance type differs. If we consider the price of each
instance, the performance difference increases further (red
star). Furthermore, as shown in Figure 1b, the multiplication
of two non-square matrices exhibits significantly different
performance in comparison with that of square matrix multi-
plication even when the number of multiplication operations
is the same, i.e., the number of left matrix rows × left
matrix columns × right matrix columns. From the results
shown in Figure 1, it is evident that estimating the latency of
distributed matrix multiplication tasks with different matrix
sizes and shapes is challenging.

Despite the importance of matrix multiplication in ma-
chine learning, comprehensive performance analyses and
modeling in a distributed cloud computing environment
have not been undertaken. Some methods, e.g., Ernest [15],
CherryPick [1], and PARIS [17] focus on predicting machine
learning task performance in a cloud computing environ-
ment. These methods rely on scale-based sampling to esti-
mate the latency to complete a task with the entire original
input dataset and show sufficient accuracy for some machine
learning tasks. However, they show poor for predicting the
latency of distributed matrix multiplication tasks because
they fail to capture the complexity of the task. Many studies
have investigated performance optimization, modeling, and
prediction on a single machine with multiple cores using
hardware-optimized libraries, e.g., OpenBLAS. However,
these studies did not consider network and I/O overhead,
which can be significant in a distributed cloud computing
environment.

In this paper, we propose Matrix multiplication Perfor-
mance Estimator for Cloud computing, a method to predict
the latency of matrix multiplication of arbitrary shapes and
sizes using various cloud computing resource configurations.
To represent the characteristics of distributed matrix multi-
plication tasks, such as the total number of multiplication
operations, shuffle overhead, and output matrix size, the
proposed method employs eight features for modeling the
task latency of distributed matrix multiplication. A predic-
tion model is built using a gradient boosting (GB) regressor,
followed by Bayesian optimization to find optimal hyper-
parameters. The experimental results from more than 200 di-
verse matrix sizes and shapes demonstrate that the proposed
method can predict performance latency with a prediction
accuracy of the coefficient of determination (R2) more than
0.9. Furthermore, a comparison of the proposed method
to Ernest [15], a state-of-the-art machine learning cloud
computing task performance evaluator, demonstrates that the
proposed method is 63% more accurate (with a metric of
RSME) at predicting the distributed matrix multiplication
task latency.

The primary contributions of this study are as follows:
• Characterizing distributed matrix multiplication
• Proposing unique features to effectively represent dis-

tributed matrix multiplication tasks overheads
• Uncovering the non-linearity among features, and

proposing latency prediction model
• Uncovering GPU cloud instances do not provide effi-

cient distributed matrix multiplication operations
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Figure 2: Block-based distributed matrix multiplication and
related overhead in each step. Network, I/O, and CPU are
the principal resources of the execution.

II. MATRIX MULTIPLICATION IN DISTRIBUTED
COMPUTING ENVIRONMENTS

The optimization of distributed matrix multiplication has
been well studied in the literature. In the HPC community,
many studies have focused on minimizing the communica-
tion cost using the MPI model. The representative methods
include SUMMA [14] and CARMA [4]. These methods
demonstrate optimal performance with respect to minimiz-
ing communication costs; however, they have limitations
in terms of programmability, scalability, and robustness in
comparison with general-purpose big data analysis systems,
e.g., Spark [19], particularly in shared cloud computing
environments.

Apache Spark is an open source big data analysis plat-
form. The primary abstraction in Spark is a Resilient Dis-
tributed Dataset, which represents a read-only collection of
objects partitioned across a set of machines. Spark manages
large-scale data using partitions that help to parallelize
distributed data processing while guaranteeing fault toler-
ance with lineage and task execution optimization via lazy
evaluation [19].

In Spark, matrix-related linear algebraic operations are
supported in the MLlib library [2] with various matrix-
partitioning schemes (row-, column-, and block-based) and
a set of distributed operation APIs on the matrix. To multi-
ply two matrices, Spark MLlib automatically identifies the
optimal way of task distribution based on the input matrix-
partitioning scheme and uses the Scala Breeze library to
perform multiplication. Consider C = A × B, i.e., the



multiplication of two matrices. If A is row-partitioned and
B is column-partitioned, the Cartesian product is performed
for each row block of A and column block of B. If both
A and B are block-partitioned, the block dimension of the
resulting matrix C is determined by considering the number
of worker nodes and input block dimensions. A worker node
that is responsible for each resulting block fetches all the
necessary blocks from A and B to execute a multiplication
operation locally.

Figure 2 shows an example of block-based matrix mul-
tiplication. Here, the left matrix A, right matrix B, and
the result matrix C are 2 × 3, 3 × 2, and 2 × 2 block
matrices, respectively. In Spark, a cogroup operation allows
a worker node, responsible for the result block, to collect the
necessary left and right matrix blocks by block IDs. During
a cogroup operation, network overhead is dominant. After
collecting all necessary blocks, each worker node performs
product operations, followed by element-wise addition op-
erations. In this step, the I/O overhead to read the fetched
blocks from a local.dir location and the compute overhead
are dominant.

A. Modeling the Distributed Matrix Multiplication Over-
head

Dense matrix multiplication is a CPU-intensive task;
however, other resource overheads become non-negligible
when dense matrix multiplication is executed in a large-
scale distributed computing environment, e.g., Spark. To
qualitatively understand the characteristics of a distributed
matrix multiplication task, we summarize the I/O, network,
and compute overheads. Here, LR and LC are the number
of rows and columns of a left matrix, respectively, and RC
is the number of columns of a right matrix. Thus, the size of
the resulting matrix is LR×RC. Note that the left, right, and
the resulting matrices are block-partitioned, and block sizes
are denoted by lr, lc, and rc, where LR ≥ lr, LC ≥ lc,
and RC ≥ rc.

Shuffle: A worker node responsible for computing an
output matrix block of size lr × rc must fetch blocks from
the left and right matrices of size lr × LC and LC × rc,
respectively. If the required blocks are unavailable locally,
the worker node must fetch them from remote machines,
which involves network overhead. Assuming uniform block
distributions among worker nodes, the network overhead in
the shuffle phase can be expressed as follows:

BlockFetchOverheadlr×rc ∝
LC
lc∑

i=1

lr × lc+ lc× rc (1)

Compute: After a shuffle step is complete, the worker
node performs multiplication on the fetched blocks, fol-
lowed by element-wise addition. To perform multiplica-
tion, the blocks must be read from Spark’s local directory
(spark.local.dir configuration), which is generally set as a
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Figure 3: Proposed architecture

disk storage device. Thus, the I/O read overhead is the
same as the shuffle overhead and can be computed using
Equation 1.

After loading the input matrix blocks into memory, each
worker node executes a multiplication task. Here, the over-
head is expressed as follows. Equation 2.

ComputeOverheadlr×rc ∝
LC
lc∑

i=1

lr × lc× rc (2)

In the element-wise addition, the number of addition
operations for each cell is proportional to LC

lc , and the size
of each output block is lr × rc.

III. MATRIX MULTIPLICATION PERFORMANCE
ESTIMATION

The proposed method attempts to predict the latency
involved in multiplying dense matrices of different sizes and
shapes. As matrix multiplication is a core kernel task in
many machine learning algorithms for big data analytics,
we attempt to predict the matrix multiplication performance
for various cloud computing resources wherein many recent
big data systems are deployed.

The proposed method architecture, which comprises tasks
of training dataset generation, feature extraction, and mod-
eling, is shown in Figure 3. In the modeling step, we
perform Bayesian optimization [12] iteratively to find the
optimal working hyper-parameters of the selected modeling
algorithm.

A. Training Data Generation

In the training dataset generation step, the proposed
method performs offline profiling of various shapes and
sizes of matrix multiplication to construct a model for
predicting the latency of an arbitrary input dataset. Matrix
multiplication tasks can be broadly categorized as square
× square, long-thin × short-wide, and short-wide × long-
thin tasks. To cover all shapes and sizes, the proposed
method profiles the latency of synthetically generated left
and right matrices. In the latency measurement, the proposed



method utilizes the Apache Spark web UI REST API, which
provides various execution metrics in the JSON format.

To obtain optimal performance for various cloud comput-
ing instances with distinct capacity, the proposed method
adopts OpenBLAS for performing computation on a CPU
and NVBLAS to compute instances that employ GPU de-
vices [13]. We use netlib-java [16] for allowing Spark to
interact with hardware-optimized linear algebra libraries.

B. Feature Extraction

As discussed in Section II-A, the matrix multiplication
overhead in a distributed computing environment involves
various resources. To account for such diverse overheads,
the proposed method utilizes the dimensions and products
of input matrix blocks, i.e., lr, lc, rc, lr×rc, lr× lc, lc×rc,
lr× lc+ lc× rc, and lr× lc× rc, as features to model the
matrix multiplication performance. Here, the lr × rc term
represents the size of the output matrix, the lr × lc and
lc× rc terms represent the size of the left and right matrix
blocks, respectively, where the size impacts the network and
I/O disk overheads. The lr× lc×rc term represents the total
number of multiply operations.

Unlike the proposed method, previous methods focus
on predicting the performance of data mining tasks on
cloud computing resources using a scale-based sampling
mechanism as an input feature for prediction [1], [15], [17].
Generally, these methods select a considerably small portion
of the input dataset and measure performance using a subset
of the dataset. Using the outcomes from the sample dataset,
these methods apply distinct predictive algorithms, e.g., a
non-negative linear equation (Ernest [15]), Bayesian opti-
mization (Cherrypick [1]), and random forest (PARIS [17]),
to make a prediction. However, the scale-based sampling
mechanism cannot capture the complex nature of distributed
matrix multiplication and it considers either lr or rc based
on the sampling method. Accordingly, the proposed method
demonstrates superior performance owing to its rich set of
features (Section IV).

C. Modeling

In the modeling step, the proposed method builds a model
to represent the performance of multiplying various matrices.
This step comprises model construction and hyper-parameter
search. The proposed method utilizes GB regressor [6] for
the model construction step and Bayesian optimization [12]
to find optimal parameters for the GB method.

GB [6] is a flexible non-parametric statistical learning
approach for classification and regression. The main idea
behind GB is combining multiple weak learners that are
generally applicable to only simple linear relations incre-
mentally in order to model complex and non-linear inter-
actions among features. A GB model is fitted in a forward
stage-wise pattern, where at each stage, a new weak learner
model is fitted to the residual of the current model, and the

model focuses more on correcting errors from the previous
iterations. Unlike a similar decision tree method, the GB
method is robust against overfitting as it creates an ensemble
of many weak learner models [3].

When building a predictive model, appropriately setting
the model parameters is crucial for improving the prediction
quality. Many heuristic methods, e.g., random walk, grid-
based search, and adoption of statistical inference, have
been proposed for searching the best performing hyper-
parameters. The proposed method utilizes a statistical in-
ference method based on the Bayesian model [12]. The
Bayesian optimization method searches for a set of next con-
figuration values that are likely to improve the model quality
or reduce uncertainty. This is a non-parametric black box
approach that estimates an objective function (i.e., the com-
plete performance measure from all parameter combinations)
using a stochastic process, e.g., a Gaussian process. When
predicting the objective function, Bayesian optimization uses
all information available from previous runs (prior) and the
objective function model is updated (posterior) after new
experiments are conducted (likelihood).

IV. EVALUATION

We evaluate the performance of the proposed method thor-
oughly using various types of cloud computing instances,
input matrix sizes, and shapes. In summary, applying the GB
algorithm with the proposed features outperforms a linear
regressor and exhibits 52% lower RMSE. Furthermore, by
applying Bayesian optimization to the selection of GB
hyper-parameters, we could improve the prediction accuracy
by approximately lowering RMSE by 7%. An evaluation of
the proposed method with various types of cloud instances
demonstrates its effectiveness in a cloud computing environ-
ment. Finally, a comparison of the proposed method with
Ernest [15], a state-of-the-art machine learning performance
predictor for cloud computing, indicates that the proposed
method exhibits approximately 63% lower RSME when
predicting matrix multiplication latency.

A. Setup

To create diverse matrix multiplication scenarios for this
evaluation, we generate left and right matrices with different
numbers of rows and columns (128 - 8,000,000). Within
this range, we generate 236 synthetic test cases of square ×
square, long-thin × short-wide, and short-wide × long-thin
matrices1. Matrix multiplication is performed using Apache
Spark and the MLlib library (version 2.2.0). Multiplication
of each matrix size is executed five times, and the median
value is used to represent the latency of the task. Unless oth-
erwise stated, a Spark cluster is deployed to AWS EC2 using
the spark-ec2 library2 with four R4.2xlarge instances. Each
EC2 instance has a hardware-optimized linear algebra library

1Test input cases - http://bit.ly/2CvOmnK
2https://github.com/kmu-leeky/spark-ec2



installed, i.e., NVBLAS for GPU instances (g2.2xlarge)
and OpenBLAS for other instances. To employ modeling
algorithms, we use scikit-learn 0.18.1 with Python 2.7.12.
To evaluate the accuracy of the prediction models, we use
the coefficient of determination (R2) as a metric. This metric
is calculated as shown in Equation 3, and it measures the
extent to which the predicted outcome (ŷi) resembles the real
measured value (yi). The maximum value of the metric is
1.0, which indicates the model predicts without error (larger
values indicate better prediction).

R2 =

∑
i

(ŷi − y)2∑
i

(yi − y)2
(3)

B. Performance Evaluation

1) Feature importance: The proposed method uses var-
ious combinations of left and right matrix block sizes as
features to model complex distributed matrix multiplication
operations. As shown in Figure 4, to assess the impact of
the proposed features in the GB regressor, we visualize the
relative importance of features calculated by counting the
number of times a feature is selected for splitting, where
each split is weighted by the improved performance [5].
Here, the GB regressor method is performed 100 times and
the average importance value is shown with the minimum
and maximum values in error bars. The total number of
multiplication operation (lr× lc× rc) terms is the dominant
feature (0.37). Features that represent the output matrix size
(lr × rc) and shuffle overhead (lr × lc + lc × rc) are also
dominant factors, with values of 0.24 and 0.17, respectively.
This observation corresponds to Figure 1b, which shows that
latency may differ for matrix multiplication tasks with the
same number of multiplication operations (lr × lc × rc)
but with different shapes and output sizes, e.g., long-thin
× short-wide and short-wide × long-thin tasks. To quantita-
tively analyze the impact of each feature on model accuracy,
we show the coefficient of determination value along the
secondary vertical axis. From the most important feature,
we cumulatively add the next most important feature (in the
x-axis) and construct a model. The best model accuracy is
achieved with three most important features: the number of
multiplication operations, output matrix size, and amount of
shuffle overhead.

2) Effectiveness of Bayesian optimization: The proposed
method uses Bayesian optimization to find optimal hyper-
parameters for constructing a model. To analyze the influ-
ence of the optimization step quantitatively, we list three
hyper-parameters and the R2 value in Table I. In the ex-
periments, we use the Bayesian optimization library from
the bayes opt Python package. During optimization, we
use 10-fold cross-validation to generate the training and
test datasets and search for hyper-parameters to maximize
R2 over 30 iterations. Compared to the default parameters
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Figure 4: Relative importance of features and the impact on
model accuracy. The number of multiplication operations,
output matrix size, and the shuffle overhead are the three
most important features.

Default Bayesian
optimization

n estimators 100 114
min samples split 2 14

max features 8 6
performance (R2) 0.9586 0.9689

Table I: Parameters suggested by optimization module and
the improved performance

of the GB regressor, the optimization step changes the
model parameters to improve the accuracy, i.e., an increased
number of regression trees (n estimators), while controlling
overfitting, i.e., avoiding representing a case that is specific
to a particular sample (min samples split). The final row
of Table I summarizes that the accuracy of the model
(as measured by the coefficient of determination) slightly
increases from 0.9586 to 0.9689.

3) Prediction algorithm comparison: To predict the la-
tency of matrix multiplication of various sizes and shapes,
other machine learning algorithms can be applied with the
proposed features. Among such algorithms, we compare a
variant of decision tree regression algorithm and a linear
regression variant method. For the decision tree variant, we
compare GB regressor (Section III-C) and random forest [3].
Unlike GB, the random forest regressor builds multiple
regressor trees by randomly selecting features and samples.
The GB and random forest regressors represent the non-
linear characteristics of the input data while preventing over-
fitting by combining outcomes from many weak learners.
For the linear regression variant, we adopt non-negative
least squares (NNLS) regressor. When predicting latency,
a non-negativity constraint is imposed to avoid latency
being less than zero. The NNLS regressor finds the optimal
linear model that minimizes the prediction error using this
constraint.
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Figure 5: Prediction accuracy of various algorithms

Figure 5a shows the prediction accuracy of three algo-
rithms. For each algorithm, we utilize the input dataset and
features discussed in Section III and perform 10-fold cross-
validation to split the training and test datasets. In total, 100
experiments are performed with different training and test
datasets. The average value is plotted in Figure 5a, with
the minimum and maximum values in error bars. As can
be seen, the GB regressor demonstrates the best accuracy
with an R2 value of 0.969, followed by random forest
regressor and NNLS, with R2 values of 0.955 and 0.869,
respectively. Figure 5a also shows that the linear equation
cannot capture the non-linear interactions among the features
proposed herein. Figures 5b (GB regressor) and 5c (NNLS)
show the measured and predicted latency in the x and y axes,
respectively. Here, the dotted line indicates the prediction
with no error (slope of one) and the scattered points close
to the line represent accurate predictions. From the figures,
we confirm that the GB regressor provides better latency
prediction accuracy.

4) Proposed method with various cloud computing in-
stances: To determine the applicability of the proposed
method on various cloud computing instances, we compare
its performance using a compute-optimized EC2 instance
(C4.2xlarge), a GPU instance (G2.2xlarge), and a memory-
optimized instance (R4.2xlarge). Despite having the same
instance size (2xl), different instances have distinct hardware
configurations and hourly price. For example, the compute-
optimized instance employs higher frequency processors

with less RAM and the memory-optimized instance provides
more RAM with a lower CPU frequency. Due to the different
memory capacities of the instances, the maximum size of
matrices for multiplication can differ. For a fair comparison,
we select an intersection of matrix sizes that can be pro-
cessed by all three instances. The input dataset generation
and modeling steps are performed as discussed in Section III.
For the model accuracy evaluation, 10-fold cross-validation
is performed 100 times. The average R2 value is shown in
Figure 6a with error bars. As can be seen, regardless of
instance type, the accuracy metric is greater than 0.9.

To quantitatively understand the prediction accuracy of the
proposed method with different instance types, Figure 6b
shows the latency of three representative workloads with
different shapes, i.e., short-wide × long-thin, square ×
square, and long-thin × short-wide. For each workload,
we calculate the measured latency (gray bar) and predicted
latency (cross-lined white bar) for each instance. Other than
the good prediction accuracy, we can observe that the ab-
solute latency value differs significantly among the different
instances. For example, executing 128 × 5,000,000 × 128
matrix multiplication using the G2 instance involves three
times greater latency compared with the R4 instance. If we
consider the price of these two instances (as of writing), the
R4.2xlarge costs $0.532 and the G2.2xlarge instance costs
$0.65 in the us-west-2 region, the gap becomes even larger.
These results demonstrate the importance of the accurate
latency prediction of matrix multiplication in order to select
appropriate cloud instances for big-data analysis workloads.

5) Comparing the proposed method to Ernest:
Ernest [15] is one of the most recent and accurate meth-
ods to provide cloud computing instance recommendation
for various machine learning tasks. Ernest comprises two
steps: experiment design and performance prediction. In the
experiment design step, Ernest builds test cases using a small
fraction of the sampled dataset and a distinct number of ma-
chines to run the experiments. In the prediction step, Ernest
uses a linear regressor with the non-negativity constraint
and metrics gathered from the experiments. To apply matrix
multiplication tasks to Ernest, we should define the workload
fraction to enable sampling; however, there is no clear way
to scale down a matrix multiplication workload. Due to this
limitation, we apply Ernest in two ways. First, we divide the
number of elements (number of rows × number of columns)
in the left and right matrices by the fraction, which we refer
to as Ernest-Element. The second way is to scale down the
workload by the total number of multiplication operations
(number of left matrix rows × left matrix columns × right
matrix columns), which we refer to as Ernest-Multiply.
We select three representative matrix shapes, i.e., square
× square, long-thin × short-wide, and short-wide × long-
thin, with the largest matrix size available for execution
with four R4.2xlarge machines. While performing the Ernest
experiments, some test cases could not be completed due
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Figure 6: Performance of the proposed method with different
cloud computing instances

to memory constraints, indicating Ernest’s inaccuracy when
generating test cases.

The experimental results are shown in Figure 7. For dif-
ferent matrix shapes, we show the true measured value, the
predicted latency of the proposed method, Ernest-Element,
and Ernest-Multiply. Regardless of the workload scale-down
mechanism, Ernest’s prediction model shows poor accuracy
in comparison with the proposed method, except for the 128
× 8,000,000 × 128 workload. On average, the prediction
accuracy (with the metric of RSME) of the proposed method
is better than that of the Ernest-Element and Ernest-Multiply
by 80% and 76%, respectively. In addition to poor prediction
accuracy, Ernest cannot reuse experimental results from
other matrix multiplication tasks, because its experiment
design requires scaling down the original workloads pre-
cisely by the dataset fraction and number of machines. In
contrast, the proposed method can reuse the results of other
matrix multiplication tasks to increase the size of the input
dataset pool, thereby improving the model accuracy using
more diverse matrix multiplication scenarios.

V. RELATED WORK

Big data workload performance estimation on cloud:
In a cloud computing environment, there are many instance
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Figure 7: Comparison of the proposed method with Ernest

types with unique hardware configurations. Few studies
have proposed methods to build an optimal environment for
dealing with big data analysis workloads. Ernest [15] em-
ploys an algorithm that predicts the performance of arbitrary
data mining algorithms with different numbers of workers
in the cloud. PARIS [17] follows a hybrid online/offline
approach, where a random forest model is used to predict
the application performance under various VM configura-
tions based on features such as CPU utilization obtained
from profiling. CherryPick [1] uses Bayesian optimization
to select instance type candidates for offline profiling in
order to predict performance on various cloud instance
types. These approaches rely on a scale-based sampling
method for a given input dataset, and the profiled result
is not reusable for other input datasets. Furthermore, they
focus on predicting high-level machine learning algorithm
execution latency and cannot capture the complex nature of a
distributed matrix multiplication task. Thus, their prediction
accuracy is reduced when they are applied to an algorithm
whose kernel is distributed matrix multiplication.

Mariani et al. [10] proposes a machine-learning based
modeling method to predict HPC application performance
in the cloud. Their method first profiles the behavior of
an application using hardware-independent metrics and then
runs the application on a few cloud instances to measure the
performance. The correlation between application metrics
and the cloud instance is discovered using the random
forest algorithm. This method relies on the sampling of
the applications or the input dataset, and its model is not
reusable for a new dataset. In the proposed method, we
measure the latency of the matrix multiplication tasks of
arbitrary sizes and the previous experimental results can be
used to improve the prediction accuracy of any input.



Optimizing cloud-based distributed matrix multiplica-
tion: Matrix multiplication is an important task in machine
learning jobs with large-scale datasets. Due to the impor-
tance of the task and the ever-increasing sizes of datasets,
many studies have focused on optimizing the task in a
distributed cloud computing environment. Yu et al. [18] thor-
oughly investigates the communication overhead of various
distributed matrix multiplication shapes and proposes a task
execution plan to minimize the communication cost. Mar-
lin [8] proposes a distributed matrix multiplication algorithm
on Spark to minimize the shuffle overhead. As discussed
quantitatively in this study, shuffle overhead is crucial for
determining the performance of distributed matrix multipli-
cation tasks; however, other than the shuffle overhead, the
output matrix size and total number of products also impose
significant impact on overall task completion time.

VI. CONCLUSION AND FUTURE WORK

In this paper, we propose a method for predicting the exe-
cution time of distributed matrix multiplication with various
input datasets on a variety of cloud computing instances. We
first characterize the overheads of distributed matrix multi-
plication and propose eight features that represent different
steps of the task. In the modeling step, we employ a GB re-
gressor to model non-linear interactions among the features
and Bayesian optimization to find better performing hyper-
parameters in an efficient manner. We evaluated more than
200 cases of various matrix multiplication scenarios (e.g.,
square × square, long-thin × short-wide, and short-wide
× long-thin) on various cloud computing instances. The
evaluation results reveal that among the proposed features,
the number of product operations, the output matrix size,
and shuffle overhead are the three most important features
that determine the overall latency. A performance compar-
ison with the state-of-the-art cloud computing performance
predictor, Ernest, reveals that the proposed method provides
63% lower RMSE when predicting latency of distributed
matrix multiplication tasks.

We are currently working on selecting a small number
of representative distributed matrix multiplication workloads
that provide high prediction accuracy while reducing the
performance profiling overhead on different cloud com-
puting instances. In addition to the proposed features for
modeling task latency with the proposed method, we plan to
add additional features of unique cloud computing instance
configurations, e.g., clock rate, network bandwidth, and
memory size. We expect that these additional features will
help to predict the task latency of different types of cloud
computing instances.
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